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The following report is published in accordance with Articles 7(2) and 7(3) of EU Regulation
2021/784, addressing the dissemination of terrorist content online. This report contains
information for a period of twelve months, from 1 January 2024 to 31 December 2024.

1. General observations

WhatsApp Ireland Limited, which provides WhatsApp Channels (“Channels”) for users in the
EU, aims to be the most private broadcast service available. Channels is a one-to-many
broadcast service, separate from private messaging, designed to help people follow
information from people and organizations that are important to them. All content shared over
WhatsApp Channels must comply with the which make clear
that we do not allow people to share terrorist content, including content that constitutes a
credible threat to public or personal safety, incites violence, or organizes or coordinates violent
or criminal activities.

2. |dentifying, removing, access restriction or preventing the
reappearance of terrorist content
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https://www.whatsapp.com/legal/channels-guidelines/

WhatsApp detects and removes violating content in Channels by using a combination of
automated data processing, human review, and user reports. Automated data processing is
central to our review process and helps us prioritize review by routing potentially violating
Channels to human reviewers who have the right subject matter and language expertise.

WhatsApp enables users to report any channel or specific update within a channel. We provide
clear information on how to submit a report on a channel, and users can report problematic
content by reporting either the channel or the specific channel update. Users can report a
channel or update directly from within the channel using simple reporting tools.

We allow individuals and their authorized representatives in the European Union to report
content that they believe violates local laws. This mechanism includes an to
report content, if users believe content violates their personal legal rights or applicable local
laws.

WhatsApp also reviews and responds to valid legal orders from authorities in countries where
we operate, where we may receive orders to restrict access to WhatsApp Channels. We assess
the legitimacy and completeness of a government request before taking action.

Under the , we take action on:

e lllegal content, content that engages in illegal activity, or that supports violent extremist,
criminal organizations or individuals.

e Content that constitutes a credible threat to public or personal safety, incitement of
violence, organization or coordination of violent or criminal activities, or that encourages

suicide or self-injury.

We use a global definition for terrorist organizations and individuals: “any non-state actor that:
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https://faq.whatsapp.com/684323127185056/
https://faq.whatsapp.com/245599461477281

e Engages in, advocates or lends substantial support to purposive and planned acts of
violence,

e |Which causes or attempts to cause death, injury or serious harm to civilians, or any
other person not taking direct part in the hostilities in a situation of armed confilict,
and/or significant damage to property linked to death, serious injury or serious harm to
civilians

e With the intent to coerce, intimidate and/or influence a civilian population, government
or international organization

e In order to achieve a political, religious or ideological aim.”

Our definition is agnostic to the ideology or political goals of a group. This definition and policy
are applied globally.

We deploy a range of measures to address the reappearance of terrorist content, individuals, or
organizations; for example, we proactively detect terrorist content and take appropriate
measures, which could include removing the content, suspending the channel, and/or banning
the channel admin(s) from our service.

3. Removals, access restriction and appeals

Article 7(3)(c) the number of items of terrorist content removed or to which access has been
restricted following removal orders or specific measures, and the number of removal orders
where the content has not been removed or access to which has not been restricted
pursuant to the first subparagraph of Article 3(7) and the first subparagraph of Article 3(8),
together with the grounds therefor;

Article 7(3)(d) the number and the outcome of complaints handled by the hosting service
provider in accordance with Article 10;

Article 7(3)(g) the number of cases in which the hosting service provider reinstated content
or access thereto following a complaint by the content provider.

For the period of 1 January 2024 to 31 December 2024, we have no data to include with regard
to Articles 7(3)(c), (d), and (g).
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4.  Administrative or judicial review proceedings

Article 7(3)(e) the number and the outcome of administrative or judicial review
proceedings brought by the hosting service provider;

Article 7(3)(f) the number of cases in which the hosting service provider was required to
reinstate content or access thereto as a result of administrative or judicial review
proceedings.

For the period of 1 January 2024 to 31 December 2024, no administrative or judicial review

proceedings were issued. On this basis, we have no further information to include with regard
to Articles 7(3)(e) and (f).
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